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1- INTRODUCTION

The key issues in the EOS program that are subject to configuration study and trade-

off are:
A\

e Design, cost, and cost benefits of a standardized, modular basic spacecraft having
flexibility to accommeodate a broad range of missions.

e Orbit, Spacecraft, Instrument and Data Management System approach leading to an
operational Land and Water Resources Management capability at the lowest total
program cost.

¢ Technical and programmatic relationship between operational and R&D segments of
the EQOS program.

e Data Management System configuration that strikes the best balance between initial
configuration and subsequent growth to accommodate new missions and new technol-

ogy.
e Approach to Shuttle utilization to enhance system effectiveness and reduce cost,
¢ Management approach to be used for a low cost EOS program.

The configuration studies and trades reported in this volume deal with these issues
and have led to some interesting conclusions. The issué of a combined operational and
R&D EOS program has been explored to a considerable degree. | Further examination is
needed however, since thig is a relatively new issue in the study.

We consider cost and spacecraft weight to be key design variables throughout our
study. We have portrayed all design options in terms of these parameters wherever pos-
sible.

We have performed detailed costing for the basic spacecraft and for the EOS-A and A'
" program. All costs will be subject to possible re-targetting with NASA as part of our de-
sign-to—cost approach. We do, however, recommend herein what we feel are reasonable
target costs for the recurring hasic spacecraft and for the EOS-A and A' total program.
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2 - KEY STUDY CONCLUSIONS

The key conclusions resulting from our design/cost trades conducted during the first

three months of study are given below. A few of these conclusions, so noted, are subject

to further evaluation during the remainder of the system definition study and will be modified

if necessary in the final report,

2,1 MISSION MODEL

The Goddard EOS mission model, shown in Fig. 2.1-1, has been evaluated in terms

of accommodation by a basic spacecraft, data management system design concepts, and

operational considerations.

MISSION

73

79 80 81

82

83 | 84 | 85 | 86 | 87

LRM
EOS A, A" (1B5KM MSS, 330KM TM, DCS)
1 EOS B, B" (330KM TM, HRPI, DCS):

SEOQS
MARINE & WATER RESQURCES & POLLUTION
EQS C (2-TM’'S, HRPI, SAR}
OCEAN DYNAMICS & SEA ICE
SEASAT A
EOS-D (SEASAT-B}
WEATHER & CLIMATE
EQS-E (TIROS-0)
SCIENCE
SMM

2l I

A B OPERATIONAL

AB SYSTEM

= OPERATIONAL SYSTEM

KEY:

COMBINED
OPER/R&D
MISSION

OPERATIONAL
LRM MISSILON

R&D LRM
MISSION

NON-LRM
MISSION

3122

Fig. 2.1-1 EOS Mission Model

The mission model is felt to be a good typical representation of an EOS "family" of

remote sensing missions extending into the 1980's,
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It is interesting and challenging in that it embodies: a) a broad range of instruments,
b) a range of launch vehicle requirements including transition to Space Shuttle, and c) com-

bined operational/R&D missions. Our chief conclusions regarding this mission model are:

& A single basic spacecraft can accommodate the range of instruments (missions)
and launch vehicles represented by the model

& A significant cost saving over dedicated spacecraft is anticipated by employing
a standard basic spacecraft for the range of missions

e Evolution of the Data Management System is a major driver on the mission model
for land and water resources missions requiring ground data processing of wide
band imagery. Slippage of EOS-B and -B' as shown may be necessary to allow
a more moderate build-up and demonstration of DMS capability.

e Deployment of two or more satellites in orbit for a typical land resources mission
is more costly than using a single satellite. There may, however, be operational
advantages to using multiple satellites. Further study is needed to identify and
evaluate these advantages.



2.2 BASIC SPACECRAFT

The basic spacecraft configuration, shown in Fig. 2.2-1 with EOS-A mission pecul-

N

iars, embodies three major features.

e The basic spacecraft can be used for a wide variety of missions with large payioad
capability. These include:

- Earth Pointing
- Stellar
- Inertial
- Solar Pointing
-~ Geosynchronous
e The design involves no technical development issues. Design features include:

- A structural configuration, including shuttle resupply, which provides simple,
straight forward and low cost design, analysis, and manufacturing concepts

- Subsystems configurations that utilize well proven hardware or concepts
demonstrated on other satellite programs, The data bus command and tele-
metry unit is the only new development. The major controllers, sensors,
actuators, and components used in the ACS, Power, and Communications.
Data Handling modules are existing or modifications of "off the shelf" eqmp—
ment being used on other programs ,

- A spacecraft thermal control approach that utilizes well proven, easily analyzed,
low cost technigues and which we feel is not a development issue

e The design is adaptable to a wide variety of launch vehicles. We have defined the
spacecraft design requirements for the viable launch and retrieval systems, These
include Delta 2910 and 3910, Titan III C and shuttle deploy and retrieve., None of
these present an environment outside the space craft capability. Interface adapters
are simple and inexpensive. The use of Atlas was not investigated in detail but
could represent a viable launch system.

In summary, the basic spacecraft defined in this report, represents a low cost, low

- 'risk vehicle with flexibility to capture a wide variety of satellite missions using existing

and projected launch systems, and making full utilization of the Space Shuttle's deploy,
retrieve and resupply/repair capability.
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TAPE RECORDER
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S
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OA/RCS MODULE

3-220 Fig. 2.2-t EOS-Aand A"’

BASIC SPACECRAFT CHARACTERISTICS

* WEIGHT:
e SIZE:

LAUNCH VEHICLE:

ORBIT:

PAYLOAD CAPABILITY:

MODULAR
SUBSYSTEMS:

ATTITUDE CONTROL.:

ELECTRICAL
POWER:

DESIGN LIFE:

IN-ORBIT RETRIEVAL/
RESUPPLY:

ORBIT ADJUST/
TRANSFER

1361 LB
TEFTDIAMX S FT

DELTA, TITAN,
ATLAS OR
SHUTTLE

ANY; THERMAL MOD-
IFICATIONS NEEDED

1000 LB (DELTA
CONFIG)
4000 LB (TITAN
CONFiG)

ACS, EPS, CDH, DAS/
RCS

0.01 DEG POINTING
10-° DEG/SEC
STABILITY

1200 WATTS (ORBIT
AVG)
3500 WATTS (PEAK)

TWO-YR OPERATION
5.-YR SURVIVAL
FOUR-YR OPERATION
WITH ADDED RE-
DUNDANCY

OPTIONAL HARD
POINTS FOR RE-
TRIEVAL (27 LB}
OPTIONAL LATCH
MECHANISM FOR
RESUPPLY (52 LB)

OPTIONAL MODULE
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2.3 EOS-A, A' PROGRAM COST

The total program cost for the EOS-A and -A' program is estimated at $161.1M. This

cost includes:
¢ Observatory design, development and qualification
e Two flight spacecraft including instruments, and component-level spares

e Two years of flight and ground operations for each spacecraft with a one-year
overlap ' :

® Launch vehicles (Delta 2910) and launch costs
e Project Control Center design, build and operations costs

e R&D and operational, flight and co~located Ground Data Management System
design, build, integration and operations

¢ Network modifications

e Low-cost management approaches, including moderate simplification of test,
documentation, and controls, use of a System Integrator Team for project manage-
ment, and a design to cost approach.

A Design to Cost target for the A and A' program of $150M* is recommended as a
reasonable goal. The delta between the identified program cost of $161. 1M* and recommend
target of $150M, 11,1M, applies only to the Observatory and Ground Data Management ele=
ments of the EOS program since the Instrument and Launch cost which represent $60.25M
were, by NASA definition, considered as fixed costs. It is recommended that the design to
cost targets for the Observatory and Ground Data Management systems be treated as a

design requirement and incorporated into the basic specifications.

Program costs were also analyzed in terms of those program costs attributed to the

operational mission performed by the MSS vs those program costs incurred by the R&D
elements. These costs are shown on Table 2.3-1. Table 2, 3-2 presents a representative
distribution of costs incurred versus fiscal year, assuming a program start of mid-
calendar '76, launch of EOS-A in 4/79 and EOS-A' in 4/80, and two years of on-orbit

operations for each observatory.

*1974 constant dollars, in millions
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Table 2.3-1, EOS-A and A’ Program Costs

NONRECURRING RECURRING TOTAL
o FIXED COSTS — INSTRUMENTS $4732.0M
— TM {2} {$13.0M} ($14.0M)
— MSS |2) ($ 1.0M) (%12.0M)
— DCS (2) ($ 2.0M) (S 1.0M)
— LAUNCH COSTS (2) ($ 0.250M}) ($17.00M} 17.25M
o OPERATIONAL SYS. COSTS ($20.71M}
— MSS IMP (2} $ 1.01M) ($ 4.58M)
-~ GND DM35 {$11.68M) ($ 3.44M)
— NETWORK g ) (UNKNOWN)
0 R & D SYS COSTS ($32.060M)
— TMIMP $ 4.40M) (% 2.3204)
— GND DMS ($11.971M) {$ 8.88M)
— NETWORK ($ 2.73M) ($ 1.32M)
o SPACECRAFT ($28.46M)
— BASIC SPACECRAFT (2} ($18.32M) ($12.57M)
— M.P.SPACECRAFT {2} {$2.67M} $ 3.28Mm)
— SPARES & LOGISTICS ($0.410) (s 1.21m) ($ 9.63)
a MISSION OPS ($ 4.73M) {$ 4.90M) ($ 9.63M}
TOTAL ($161.11W)

3-226

Table 2.3-2 EOS-A and A’ Program Funding Summary

FY'?7 | FY'78 | FY'79 | F¥'80 | FY'81 | Fy's2 | TOTAL
DATA MGT. SYSTEM $63 | $149 | 385 | $42 | $39 | %21 $39.9
INSTRUMENTS 6.9 20.3 146 1.2 - - 43.0
FLIGHT OPERATIONS 3 1.0 4.3 1.9 1.2 g 95
LAUNCH SYSTEM A 1.9 10.6 4.7 17.3
SPACECRAFT PROJECT 10.3 16.8 17.9 5.7 .4 .2 51.3
TOTAL PROGRAM $239 | $54.9 | 3559 | $17.7 $ 55 | $3.2 $161.1

3-227
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2.4 BASIC SPACECRAFT COST

The total recurring cost for the basic spacecraft of $6.3M*, shown on Table 2, 4-1,
represents the cost required to produce a basic spacecraft including solar array and RCS,

ready for integration of the mission peculiars. It includes:

1} All manufacturing engineering and management manpower required to,

2) Procﬁrement costs of all the hardware including total arrays and RCS for the EOS A or A!

Build and wire the basic spacecraft and module structure

Procure and integrate the subsystem components into the modules

Integrated and the basic s

ystem software

Functionally and environmentally acceptancre test the subsystem modules

Integrate the subsystem modules in to the basic spacecraft and functionally verify

the spacecraft performance.

basic spacecraft.

- A design to cost target of $5.5M* is recommended for the EOS A OR A' basic space-
craft. Based on this study, it is also concluded that potential basic spacecraft recurring
costs of $5. 0M could be targeted for a multiple buy (5 or more) basic spacecraft procure-

ment.

Table 2.4-1 Basic Spacecraft

NONRECURRING COST, M

RECURRING COST, M

PROG. MGMT.

SYS ENG. & INT.

R & QA

1 &T

DEV TEST

GSE

STRUCTURE, ADAPTER, ETC.
EPS

SOLAR ARRAY & DRIVE
CDH

ACS

RCS

(/8 SOFTWARE

$18.32M

424
400
320
240

558
780
755
1.138
1.180
AN

$6.286M

3-232
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2,5 ORBITAL/LAUNCH VEHICLE TRADE STUDY

The recommended orbit for the EOS mission should be sun synchronous with an alti~
tude between 365 and 385 n mi, This range of altitudes has acceptable orbit decay, swath
sideslip and ground station coverage (Table 2. 5-1). The 365-n mi orbit was evaluated
for orbit decay and was found to be operationally acceptable; the node sideslip at the equator
was + 2.1 nmi in 30 days {(assuming a 1979 nominal atmosphere). Ground coverage
from Sioux Falls of orbits within the recommended range yields complete CONUS coverage
(with a 2° horizon mask). '

Table 2,5-1 Orbital/Launch Vehicle Trade Study

ATMOSPHERIC DRAG EFFECTS: (MID-1979 LAUNCH)
. 30 DAY 60 DAY 20 DAY
ORBIT ATMOSPHERE SIDESLIP SIDESLIP SIDESLIP
366 N.M, NOMINAL 2.1 NM,  17.3N.M. + 38.8 N.M.
366 N.M, NOMINAL +2 0 130 NM, + 52.0 N.M. +116.0 N.M,
SWATH/REVISIT RELATION:
‘ ORBIT NO. OF SAT'S REVISIT TIME SWATH (37 KM OVERLAP}
368 N.M. 1 17 DAY 185 KM
382 N.M. 1 g DAY 330 KM
366 N.M. 2 g DAY 185 KM
WIDE BAND COMM COVERAGE:
.. FULL CONUS COVERAGE FROM SIOUX FALLS USING 2° MAX. HORIZON MASK
- FOR 6° MAX. HORIZON MASK, LOSE SOUTH TIP OF FLORIDA

3-241

A prowising orbit for the EOS is 366 n mi when using an instrument with a 100-n mi
swath width, This orbit has a 17-day repeat cycle and a 14-n mi swath overlap. The

adjacent swath overlap occurs in three days.

Initial deployment of the EOS class of satellites can be accomplished using four types
of conventional launch vehicles. The Delta 2910, Delta 3910, and Titan III B (SSB) are
used to deliver EOS satellites which have sun-synchronous and polar orbits. The Titan ITI
C7 is used to deploy the EOS~F to its geosynchronous equational mission orbit. The range
of orbits is also compatible with Shuttle capability.
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2.6 RECOMMENDED THEMATIC MAPPER/DATA PROCESSOR DESIGN
Our recommended TM/DP design features are summarized as follows:
e 330 km swath (680-km orbit alt)
e 30-meter resolution output over 185 Mbs link
] MSS-éompatible output for MSS backup
ol Pseﬁdo-HRPI output for local users
e Linear, objectlplane scanning
e Digital TM-DP interface
e Cooled solid state detectors
e 90% commonality with an HRPI,

To achieve a repeaf cyele of 8 days, a TM swath width of 330 km is recommended.
This appears to be a significant performance/cost improvement since the cost differential
over a 185-km/17-day repeat instrument is less than 10%.

The wide-swath system can still provide 30-meter performance over the wideband
link by using both of the two qua&rature channels, This performance employs a 27-meter
pixel size which is a submultiple of the MSS pixel of 54 x 81 meters., Thus, it is easy for
the on board processor to generate an MSS simulation cutput which is indistinpuishable
from the normal MSS signal.

For follow-on mission planning, it is also possible to obtain from the on-board pro-
cessor a HRPI-like signal (at 30 meters resolition) consisting of a selectable 40-km swath
from the full 330-km swath.

A preferred design has been used in our configurations which consists of a telescope
with its axis aligned to the flight vector and a scanning mirror providing an object plane

‘ sean. Sucha design is believed %o be the simplest, lightest and capable of meeting all

perfcrﬁlance requirements. This design also employs cooled solid state array sensors in

the focal plane which are capable of providing a considerably higher S/N performance than

in the instrument point designs in order to meet the stringent radiometric accuracy require~

ments of the users.



The output of the instruments has been specified as digital in order to simplify as

much as possible the engineering effort required at the interface to avoid noise and distor-

tion of the signals.

A TM design has evolved which could share almost 90% of its parts and design effort
with a later HRPI if this long term goal is emphasized at the start of the TM design effort.

During the design study, three areas of significant cost savings were recognized with

regard to the instruments. They are listed in Table 2. 6-1.

Table 2.6-1 TM Cost Saving Features

DESIGN COST SAVING
COOLED SOLID STATE DETECTORS $0.25 MILLION {R}
LINEAR SCANNING $36/SCENE*

HRPI COMMONALITY %8 MILLION (NR}

*100% INCREASE FOR NEAREST NEIGHBOR
GEOM. CORR. ALGORITHM, 40% INCREASE
FOR BI-LINEAR, 18% FOR CURBIC :

3-245

In the design of the instrument, a significant cost saving can be accomplished by
switching from photomultipler tube detectors to solid state detectors (with a significant
improvement in performance if two-dimensional sensor arrays are used). This saving is
partially due to the obsolescence of photomultipler tubes, resulting in increasing costs as

volume shrinks.

By employing a 27 x 27-meter pixel size, and linear scanning, a saving of about $36
per picture can be achieved over that of the earlier point design. This saving amounts to
more than $2 million per year in data processing costs for just the continental US imagery.

It could be much greater if significant international usage is involved.

As mentioned earlier, if provided for in the original TM procurement, it is posgsible
to acquire a HRPI at a later date exhibiting a high degree of commonality with the TM.
This could result in a significant one time savings in design, system integration and pro-

gram management.
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2.7 DATA MANAGEMENT SYSTEM

Table 2,7-1 shows a breakdown of the costs of the Data Management System for
Missions A and A', Included in the costs is a Control Data Procesésing Facility (CDAF)
sized for 20 TM scenes per day. The costs are separatéd into the nonrecurring (initial -
investment) and recurring (annual O&M, data processing expendables, etc.). The largest
cost components of the Data Management System are due to the CDPF. Within the' CDPF
non~recurring costs, the basic drivers are the data processing equipment and computer
software. The other major non-recurring categories have been calculated on the basis of
rule~of-thumb percentages of the hardware and software costs. The annual costs are
driven by the daily rates at which data is copied in various media and formats for distribu-
tion to users. These costs are based on a rather modest production rate, with the assump-~
tion that any intensive copying and distribution will occur in a later phase and/or a separate

facility.

Table 2.7-1 Mission A and A’ DMS Cost Breakdown

NONRECURRING , M RECURRING , M
CENTRAL DATA PROCESSING
FACILITIES $ 07 $ 05
INT & TEST 1.210 -
DATA PROCESSING EQUIPMENT 6.205 -
COMPUTER SOFTWARE _ 1.729 -
DOCUMENTATION a1 -
ENGINEERING & MANAGEMENT 1.678 -
OPERATIONS - 1.60
EXPENDABLES 90
LOGISTICS 0.60
NETWORK MODIFICATIONS 2.73 -
NETWORK OPERATIONS - 0.19
NETWORK EXPENDABLES — 0.25
TOTALS ' $ 14.544 $ 359

3-247

The costs are based on a processing facility configured with flexible processing
modules such as mini-computers. A flexible system during the early R&D stages of the
EOS permits economical development and change of the processing algorithms and other
CDPF functions. Once these have been finalized and accepted by the user community,
expansion of the CDPF throughput capability can be accomplished using high speed special
processors. Thus, the CDPF philosophy for an economical transition from early R&D
with limited throughput to a processing system with higher throughput shbuld be:

e Initial configuration which utilizes flexible processing modules

e Expanded capability accomplished by adding high speed special processors.
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2.8 INSTRUMENT DATA COMPACTION

Table 2. 8-1 indicates data compaction options for the TM and HRPI. These options
permit the sending of TM and/or HRPI data, in modified form, to the Local User Station
as direct transmission from the EOS. Compaction is required since the Local User link
has an upper bound data rate of 20 Mbps. This corresponds to a rate slightly above the
16 Mbps of the existing MSS. Three compaction approaches are presented:

e Band Selection - The sending of one or more of the spectral or IR bands to the
LCGS at rates up to 20 Mbps with full, or reduced resolution

e Resolution Reduction — The combination of adjacent pixel data of the instruments
into a larger pixel size so that the resulting bit rate is not greater than 20 Mbps.

This can also be for all bands or only selected combinations of bands, depending
on resolution reduction

e Partial coverage - The sending of a partial scene, or partial swath, to the Local
User at full or reduced resolution in either selected, or all, bands.

Table 2.8-1 TM and HRPI Compaction Options

: _ DATA RATE
NUMBER RESOLUTION % {MBPS)
BANDS SWATH
T | ALL FULL 100 130
| ONE FULL 100 185
25 | Four HALF 100 18.4
S& | ALL FOURTH 100 17.3
Sw | TWO HALF 100
~21 a HALF A 187
@2 | THREE FULL 34 185
=1 AaLL FULL 100 130
e | ONE FULL 56 18.2
I | Two HALF 100 16.2
£ ALLTM FOURTH 100 16.2
X | ONE HRPI | HALF 100
+
b=
!_
3-251

The compaction options shown in Table 2.8~1 are based on a 330-km (wide swath) TM
and a 48-km HRPI. The compaction options for a 185-km TM swath are similar, With a
basic data rate of 20 Mbps to the LBS, a narrower TM swath will permit a different com-
bination of bands, resolution, or partial swath to be transmitted. Partial coverage requires
a buffer to smooth the burst-type data gathering into a continuous output. With a 185-km TM,
a total of 1.17 megabits are transmitted during each scan so that, for even the largest swath,

a minimum of 305 kilobits of storage are required. For a 20% swath, for example, 970
kilobits are required.
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2,9 ANTENNA SYSTEM FOR EOS TO LOW COST GROUND STATION COMMUNICATION

Two types of EOS antenna systems were investigated for transmitting instrument
data to the low cost ground station (Table 2.9-1). These were:

e Alternative 1 - Steerable Antenna System

e Alfernative 2 - Fixed Antennz System.

Table 2.9-1 EQS To LCGS Communications Alternatives

LINK LCGS ALTERNATIVES
OPTIONS ALTERNATIVE 1 ALTERNATIVE 2
STEERABLE FIXED
SYSTEM NARROW BEAM WIDE BEAM IMPACT
{MPACT ANTENNA ANTENNA EVALUATION
e WEIGHT, LB FAVORS STEERABLE
ANTENNA 20 4 BEAM ANTENNA
P.A, ‘ 3 i , :
TOTAL 28 14
s S1Z2E
i ANTENNA 16FF 10 N3 FAVORS FIXED
! (2600 (N7 BEAM ANTENNA
PA, 31nN? 330 tN?
TOTAL 2810 IN? 340 IN?
¢ POWER (PRIME WATTS! FAVORS STEERABLE
ANTENNA 10 i u BEAM ANTENNA
PA, 14 172
TOTAL 24 172
e COST [} FAVORS STEERABLE
§/C ANTENNA 170k!2 20k BEAM ANTENMNA
SICP.A. sk 100k
TOTAL 230K 120K
s RISK MODERATE MODERATE EQUAL
{STEERABLE {SINGLE THREAD
ANTENNA, BUT SOW TWTA)
REDUNDANCY)

NOTES: {1) RECURREING COST GNLY: TUBE IS DEVELOPED.
{2) RECURRING COST ONLY: PRIMARY LINK PICKS UP NON-RECURRING COST.
(3} INCLUDES NON-RECURRING AND RECURRING. '
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These alternatives are tabulated for the spacecraft since the ground station param-
eters are not affected, Significant characteristics for each alternative are:
e Steerable Antenna - volume of 1.5 cubic feet, Dish size is approximately one

foot in diameter. Uses a small (14-watt) TWT power amplifier. Anfenna gain
is large. '

o TFixed Antenna - small, lightweight unit. Can be of the horn or cavity-backed
spiral type configuration to cover a 70° cone or a 500-km radius ground coverage.
Nominal gain is 7 dB. Uses a relatively large (50 watts) TWT power amplifier
requiring high (172 watts) prime power.
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The fixed antenna approach is favored by size and cost considerations, while the
steerable is favored by weight and power. The risk factors are judged to be about equal,
Other considerations are operational: The steerable will allow service over a wider area
(50 degrees or more), which may be important for some users on some passes. However,

a disadvantage is that the steerable needs to be steered toward the Local User to be served.

The 'nominai performance (S/N margin) is the same in both cases. However, in
practice the steerable system may be operable at higher EIRP, allowing better margin or

smaller ground stations.

On balance, there is no overwhelming advantage to either approach.
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2.10 LOCAL USER SYSTEM/ LOW COST GROUND STATION

A systems viewpoint was taken with respect to a wide family of Local User systems
which includes the low-cost ground station concept. Centralized as well as local operations

are necessary to assure system viability, and these operations have been considered.

-The hasic cost coﬁclusions (Table 2,10-1) are that minimum (basic) capability LCGS's
can be provided for an equipment (hardware) cost, in quantities of 10 or more, of $125K, and
that the enhanced proces.sor and display subsystems, increasing the hardware cost to about
'$300K in quantity, should provide as much local‘ processing and analysis capabilities as most
local area analysis specialists would need.

Table 2.10-1 Low-Cost Ground Station Costs

HARDWARE: ‘ . CAPABILITIES COST 10TH UNIT
1 — MINICOMPUTER DISPLAY B&W IMAGES -
1.— DISK DATA PROCESSING (SLOW) :
2 — MAGNET TAPE IMAGE ANALYSIS (VERY SLOW) $130K

1 — CRT/KEYBOARD HARDCOPY {W/CAMERA)
1 — B&W DISPLAY . :
1 — DATA REPRODUCER

ALL ABOVE PLUS: -DISPLAY B&W & COLOR ’

1 - 2ND MINICOMPUTER DATA PROCESSING {(MODERATE SPEED} .

1 ~ LINE PRINTER ) IMAGE ANALYSIS (INTERACTIVE} $223K

1 — COLOR DISPLAY | HARDCOPY (W/CAMERA & PRINTER}

1 — HARDWARE X/: ‘

ALL ABOVE PLUS: DISPLAY B&W & 2 COLOR

1 —2ND DISK DATA PROCESSING (REASONABLE SPEED)

2—3RD & 4TH IMAGE ANALYSIS (MODERATE SPEED) . $300K
MAGNETIC TAPE _HARD COPY (PRINTER & PHOTO)

1~ B&W & COLOR IMAGE
RECORDER

1 —2ND COLOR DISPLAY

3-255

In arriving at these design concepts, the following tradeoffs were considered:
¢ Three cost targets: $130K, $220K, and $300K for recurring (quantity 10 or more)
hardware costs for LCGS LUS's that includes about $70K for the RF/IF and data
handling/recording subsystems
- & A single family of equipment

e RF/IF and data handling/recording subsystems common for all LCGS models

¢ Processor and diéplay subsystem with modulzir software, expandable to meet a
variety of user applications needs.
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2,11 COST IMPACT OF TM SCAN TECHNIQUE, DATA LOAD, AND PROCESSING

ALGORITHM

The trend of annuai processing costs is a function of the number of scenes of TM

data which are processed each day, scan technique, and processing algorithm. The scene

load of primary concern ranges from 20 per day (approximately 4 x 1010 bits/day) to
400 per day (8 x 1011 bits/day). Over this range, costs increase linearly with scene load

(Figure 2.11-1).
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“~LINEAR
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[ 1l 1 [ 1 1 i
2 8 16 32 84 128 %6 518
EQUIV TM SCENES PER DAY
3287 Fig. 2.11-1 Annual Processing Costs

A second trend shown is the strong dependence of processing cost on the two-dimen-

sional interpolation algorithm used during Level II (Iil) processing (i.e., during resam-

pling/interpolation of theoriginal image data). As processing moves from the simplest
algorithm, nearest neighbor (NN) interpolation, to bilinear interpolation (BI), costs in-

crease almost three-to-one. If algorithm complexity is increased still further to "eubic

convolution' (approximation to two-dimensional sin(X)/X interpolation) costs increase

again by more than two-to-one compared to BIL.
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Finally, approximate differences between the processing costs for the linear and
conical scan data are shown. This difference is due to a fixed increase in the number of
machine instructions per pixel which are necessary to compute the coordinates of each
output pikel when the original data is resampled. This coordinate computation is relatively
simple for the linear scanner (can be performed recursively with only a few instructions)
but becomes more complicated with the conical scan data. The impact of the conical
scanner decreases as the interpolation algorithm becomes more complex, since the fixed
number of additional instructions for coordinate computations is added to a much larger

number of instructions per pixel required for interpolation.

At the far left of the figure, the approximate region of cost/throughput where the
Low Cost Ground Station might operate is also depicted.
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2.12 COST EFFECTIVENESS OF THE TDRSS

The cost effectiveness of the TDRSS for instrument data transmission to the ground
was evaluated against (a) direct transmission (DT) to Regional Ground Stations and Primary
Ground Stations and (b) the use of wide band video tape recorders (WBVTR) for the re-
cording of data and playback when in contact with a STDN site (Table 2,12-1). This study
indicated that the TDRSS was a cost effective means for data transmission for EQS pro-
vided the total rental cost of the TDRSS for a single-access user is not charged to the EOS.
Costs could vary from no cost (if the network supplies the TDRSS to the EOS program) to
$25 million per year if total cost must be borne. Under a bandwidth-time usage formula

(i.e., the program pays for use time only), the TDRSS can still be considered cost effec-
tive.

Table 2.12-1 TDRSS System Cost Breakdown

$M/YEAR
EARTH SPACECRAFT DATA PROCESSING B TOTAL COST (COST
OPTION TERMINAL COSTS HANDLING COSTS IMPACT TO EOS)**
1. D.T.WITH SIX $6M — $4.2M $10.2M {Q)
REGIDNAL
STATIONS
2. WBVTR (2TR's} —— $2m $4.2M % 6.2M {$2M)
3. TDRSS $25M (BW PRICING)* $3.0M $4.2M $32.2M ($3v)
$2.5M (BT PRICING 7.7M {$1Mm)
4, HYBRID
B LCGS & $0.6M $1M $0.4M $ 2.0M {$1M)
WBVTR (1 TR}

* TDRSS — PRORATED COSTS BASED ON BANDWIDTH (BW) PROPORTION USED BY EOQS ($25M) OR
BANDWIDTH TIME PRODUCT ($2.5M)

** EOS COST IMPACT INCLUDES ONLY SPACECRAFT EQUIPMENT COSTS

3-259

In addition to cost, TDRSS use offers certain other advantages:

® The WBVTR ({two required without TDRSS) would not be used. This saves
sipnificant spacecraft weight, power, and cost,

@ International data acquisition is enhanced since a significantly larger area of the
world can be scanned for data transmission. Using coverage of all land area as

an example:
Configuration % A1l Land
TDRSS 90%
WBVTR (2) 61%
WBVTR (1) 46%
Primary + Regional Stations 53%
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2.13 LOW COST MANAGEMENT APPROACH

It-is recommended that the EOS program and the follow-on earth observation mission
programs be conducted in a Design-to-Cost environment, which insure program require-

ments are met within allocated budgets.

Design-to-Cost program acquisition offers specific advantages to insuring that essen-
tial program reqﬁirements are controlled within allocated budgets. It requires innovative
designs and functional concepts, and establishes the mechanism by which cost visibility is
provided both to designer and management. The net result is a lower risk program and will
maintain a total prograni cost within prescribed limits by designing to established cost goals
and trading performance against cost for selected program requirenients. This approach will -

reduce the cost of the EOS-A and -A' development by approximately $11M.

We recommend a centralized program manager, designated as the System Integrator.
He is responsible to the NASA /Goddard EOS Project Manager, and is the system contractor
for the Basic Spacecraft, Control Center and Mission Controls, Mission Peculiar Space-
craft, Central Data Processing Facility and Low Cost Ground Station. 1In addition to the
above responsibilities, the System Integrator is responsible for assessing the pe rformance
of the Instrument and System GFE contractors, including cost, schedule and technical per-

formance,

We envision a System Integrator functioning with a flexible working team, which will
include personnel from NASA/Goddard, user groups, GFE contractors, and the Instrument

contractors,

The team concept differs from normal management approaches in that it establishes
a working group with the most knowledgeable personnel from each of the participants in

the EOS program, with his responsibilities defined to avoid duplication of effort.

The workirfg team will reduce documentation requirements and response times since
the various program groups will be intimately involved in program assessment and modifica-
tion as active téam members. The team mix varies as program focus varies through the
program phases, and the System Integrator responsibility may very well be assigned to other

contractors for follow-on earth observation missions.

A low-cost test program without high risk includes system and component environmental
acceptance testing at the module level, the basic spacecraft structure and modules qualified

for follow-on as well as the basic mission, and separate component qualification testing,
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Cost savings expected from the above approaches are summarized in Table 2. 13-1.

Table 2.13-1 Poiential Cost Savings

MAMAGEMENT APPROACH POTENTIAL COST SAVING
(EQS A AND A)

@ DESIGN TO TARGET COST FOR BASIC

SPACECRAFT AND INITIAL DMS 11.0M
¢ SYSTEM INTEGRATION TEAM CONCEPT 1.0M
a SIMPLIFIED CONTROLS AND DOCUMENTATION 1.26M
@ SIMPLIFIED TEST - 1.8m
¢ GFEINSTRUMENTS 12.4M
® DIRECT PROCUREMENT-OPERATIONS 3.2M

DATA PROCESSING

TOTAL 30.65M

3-261
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2,14 PROGRAM PLAN

The recommended program plan for the EOS-A and -A’' is shown in Fig. 2.14-1. The

key elements of the recommended plan are;

& Program start in mid-CY'76 with the launch of EOS-A 34 months from program
start

e EOS-A and -A' launched one year apart to provide the most cost effective utilization
of personnel, GSE and facilities while meeting EOS mission objectives

e Design development and qualification completed prior to the start of the fabrication
of flight hardware eliminating costly rework should desugn deficiencies be found
during development testing

l ki [ 76 n | B T 7’ | a0 1 B :
ATP TO CAPTURE SEASAT A . EOS‘; A LAUNCH &

Z\l A ATP EOS A & A EQS A’ LAUNCH { ‘S O
INSTRUMENTSVQUAL v A v A

,____ . _[ ] COMPONENT DES & FAB

[ MODULE DES & FAS
B MODULE DEY. TESTS

[_ STRUCTURE DES & FAB
R

STRUCT QUAL (LRM & FOLLOW ON}

1 .
| MODULE & 085 INTEG
1

--"
[ _] SYSTEM QUAL TESTS
|
L : l A A | FLTMODULE Fag

FLY MODULE I&T
[ s FLT 5TRUCT FAE

| OBS 1&T

; ; :] LAUNCH DPS
SEASAT A B/C

1 DMS & CC DES

DMS & CC PFROC' M'T* DEV, I1&T

[ SIMULATIONS & NETWK C/0
ORBITAL OPERATIONS g

3263 Fig 2.14-1 EOS Program Schedule Summary
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e Early structural qualification tests with component mass representations to de-
fine component environments prior to the start of component environments prior
to the start of component qualification tests

e Consolidation of all flight hardware environmental tests at the module level.

Inherent in the recommend program plan is a subplan which can be used to provide
an acceptance tested basic spacecraft independent of a particular mission. This is illus-
trated by the schedule option shown on Fig, 2.14-1, which provides a basic spacecraft

which meets the SEASAT "A' program requirements for a 1978 launch.
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3 - STUDY SUMMARY

3.1 SYSTEMS CONCEPT

This EOS study addresses the requirements of both the R&D user, represented by
the NASA-JSC Earth Resources Working Group, and the operational users (i.e., The De-
partment of Interior (DOI), the Department of Commerce, the Weather Bureau ete.). The
GSFC mission model shown in Figure 3.1-1 depicts the overall scenario of the operational -
and R&D missions that may be encompassed in the EOS program. EOS A & A' missions
for example, are designed to be primarily operational missions combined with R&D mis-
sions which eventually evolve into operational missions. We have shown an optional slip-
page of missions B & B' in the mission model for the following reasons:

a) EOS A & A" have a design life of at least two years, pérticularly since our concept

of the Thematic Mapper (TM) design provides full backup to the Multi Spectral
Scanner (MSS)

b) It allows a more practical huildup of the Data Management System (DMS)

c¢) It minimizes the possibility of requiring Mission Operations Control Center
(MOCC) support for more than two migsions at the same time.

One of the most critical aspects of this effort is the design of a highly efficient and
flexible DMS, This s ys'tem must be capable of handling the increased data rate dictated
by the increased quality of the R&D instruments and capable of delivering data promptly
(i.e. 24-48 hr. turnaround) to the user at minimal cost. '

The EOS Systems Integration Diagram, Figure 3.1-2, indicates our overview of an
integrated system. Of major significance in this system is the design of an efficient and
flexible DMS. The DMS must be capable of handling the increased data rates and loads
reguired by the increased quality (higher resolution) of the R&D instruments and also pro-

cess the daily volume of data promptly (within a 16-hour working day) at reasonable costs.

Requirements for the DMS dictated designs that would be small scale prototypes of
an operational system, capahle of processing the R&D instrument data that prove out the
data processing designs, and also capable of being economically expanded to develop a
large scale operational DMS. The R&D DMS development and operations precede the time
phased requirements of the operational systems. Therefore our approach and DMS de-

signs provide the practical advantages of implementing pre-operational (small scale) data
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processing while permitting R&D verification as enhanced capability is added to the oper-
ational DMS. '

The system objectives are achieved with two types of data acquisition and processing
configurations: ' E

® A primary or high-data-rate configuration made up of Primary Ground Stations
(PGSs) and a Central Data Processing Facility (CDPF)

e Secondary or Local User Systems (LUSs) composed of low cost receiving, record-
ing, and processing and display subsystems (Low Cost Ground Station)
Major conceptual édvances were accomplished for both configurations., Those for the
primary configuration include modular high data acquisition recording and modularized
CDPF processors which use minicomputer (later, special purpose hardware processors)

that can be simply expanded to develop large scale operational DMS processors.

Similar significant advances for the LUS designs include modular processor and
display subsystems utilizing low cost minicomputers. This design permits the data analyst
to configure his terminal from a family of hardware, in accordance with his particular
needs and available funds. Therefore the capability and the necessary flexibility for future
growth is assured.

In the Mission Operations Control Center (MOCC) afea,_ we have interfaced heavily
with the operations personnel to assure that our design concepts are viable, Some of the
significant features of our MOCC design that led to system flexibility and cost effectiveness

were:
a) MOCC basic hardware designed to be independent of mission peculiars
b) Heavy use of interactive CRTs

c) A MOCC modular design which facilitates system expansion to support expanded
payload

d)} Grouped minicomputer configurations with shared memory
e) Ease of MOCC maintenance
f) On-line edit of contact messages

Our studies have indicated that the existing STDN PGS, with minimum modifications
for X-Band reception and CDPF interfacing, can support the EOS missions. These studies
have also shown that a PGS located at Sioux Falls could handle all the CONUS Operational

Communication requirements and, as a low total cost option, all R&D requirements.
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The system design drivers, of course, were the instrument packages. Our design
approach was to examine all the available configurations for the Thematic Mapper (TM}
and ihe High Resolution Pointable Imager (HRPI) and define a unit with the maximum com-
posite capability for both instruments. Then a physical configuration was developed for
that unit and the required data interfaces identified, The results of this design approach

was;
a) A TM utility approximately three-times greater than the baseline system

b) A 3to 1 cost advantage over the baseline system as a result of the greater utility
rate

¢) A TM and data processor that can emulate both the MSS and a Quasi-HRPI while
meeting the TLocal User requirements

d) A HRPI that is 90% common to the TM design and hardware

In designing the basic spacecraft, particular attention was given to providing multi-
mission capability with minimum cost. This was accomplished through maximum use of
space proven designs while allowing sufficient flexibility to utilize improved follow-on

capability, e.g. Shuttle.

Our basic spacecraft structure, Fig. 3.1-3, isa delta-frame designed to accept
modular subsystems, and to be launched on a Delta, Titan or Shuttle vehicle, with minimum
design impact. A special feature of our spacecraft is the resupply mechanisms which use
a basic lateh and roller concept. This allows commonality in the various resupply latch
systems that results in a lower development and manufacturing cost. The basic latch sys-
tem, which is lighter and less complex than previous concepts, provides three point support
for each refurbishable unit. Since it utilizes a single active latch operator, it eliminates
synchronization difficulties associated with multiple active latch operators. Rolling contact,
rotating joints with dry-film lubricant and rotational redundancy at each joint were designs

used throughout to provide high reliability.

The Basic Spacecraft, the Communications and Data Handling {(C&DH) subsystem
module and our concept of its configuration and interfaces are shown in Fig. 3,1-4.
Where applicable and possible, we used developed hardware in the data handling group that
was selected from other operational programs. This helped to reduce costs. A cost and
configuration summary is shown in Table 3.1-1. A significant design feature of the Data
Handling group was the elimination of the on-board tape recorder. Our studies indi-
cated that by adding OBC software for the purposes of compressing housekeeping data

we could affect a cost savings by eliminating the tape recorder. The Communications
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Table 3.1-1 Comm Data Handling Summary

RECURRING

COMPONENT MFG STATUS COST (1ST UNIT) WT
TRANSPONDER ASSY MOTOROLA EXIST/ 107 7.8

o TRANSPONDER MOD

o DIPLEXERS

o HYBRID

o COAX SW. _
ANTENNA GE EXIST ' 16 74
COMPUTER AOP EXIST 110 20
CONT. FORMATTER HARRIS NEW 17 3
REMOTE UNIT HARRIS NEW 10 1§
CMD DECODER HARRIS MOD a2 12
SIG COND. GAC NEW 45 12
CLOCK GULTON EXIST 18.75 a
WIRE, CONN ETC, SEN 14.06 39
$TRUCTURE 73

MODULE PRO. TOTAL 429.81K 180
PROCURE, BUILD, TEST ETC. 708.2 K
TOTAL 1.13801M 180
3-237

group of the C&DH subsystem module provides telemetry, tracking and command capa-~
bility with the STDN and the Shuttle Orbiter. Communications with the TDRSS and Sioux
Falls are available options. Seven communication configurations were derived and
compared. Our selection for the basic communications group uses a single S-Band
transponder unit with an integrated hybrid, a coaxial switch and two diplexers in con-
junction with two broad band S-Band shaped beam antennas.

Our studies of the Reaction Control and Orbit Adjust requirements resulted in an
integrated Reaction Control/Orbit Adjust subsystem module. 1.0 lb. and 0.1 Ib. reaction
control thrusters and the 5.0 lb. QAS thrusters are fed from a common hydrazine fuel
supply. The subsystem operates in a blow-down mode. Combining the two subsystems
resulted in a weight saving of approximately 35 Ib and in a safer, more reliable subsystem‘
module with a simpler installation. This was accomplished at a minor cost penalty of
$28K. The flexibility of the module's structural design allows the mounting of two addi-
tional propellant tanks (i.e. 23 lb of propellant) to accommodate vehicle growth. The

schematic is shown in Fig. 3.1-5 and a cost and confipuration summary is shown in Fig.
3. 1"6l |

Our Electrical Power Subsystem (EPS) was designed with the emphasis placed on
providing a configuration that combines high power handling capability with the use of
existing equipment. This configuration features the following significant design concepts:

a) It can support spacecraft loads that vary from 400 to 1500 watts
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Fig. 3.1-5 Hydrazine Reaction Control Subsystem {No Redundancy)
Table 3.1-2 RCS Module Summary
RECURRING
CosT

COMPONENT MFG STATUS (15T UNIT} WT

FILTER APM EXIST 2 1
SOLENOID LATCH (2) CARLTON EXIST 105 1.4

FILL VALUE, NyH,, STERER EXIST 6 1

GN, FILL STERER EXIST 1.2 1
TANK PS| EXIST 13 6.9
J# THRUSTER (8} TRW EXIST 4285 2.0
1# THRUSTER (8} TRW EXIST 883 36
SIG COND GAC NEW 34 6.0
REMOTE UNIT . * HARRIS NEW 10 1.5

WIRE THERM, ETC ) 12.14 12

STRUCTURE 25
$214.3K 62.9

BUILD TEST, PRO 256 K

571 M 62.9#
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b) It has a weight savings of approx. 100-1b over the GSFC demonstration power

module
c) It has a cost saving of over $150K.
The EPS mission peculiar options include:

a} 40 to 120 amp hours of stored energy

b) A "direct-energy-transfer' capability of the solar array that can be varied to

supply all, part, or none of the spacecraft load

c) Capability ot "max power track' part or all of the solar array output. A block

diagram and cost and configuration for the EPS module are shown in Fig. 3.
and Table 3.1-3.

1-6

The approach used in designing the Attitude Control Subsystem (ACS) was to en-

compass the LRM requirements in addition to the applicable follow-on missions. Several

"ACS configurations were established from which one was selected by trading-off of per-

formance and cost effectiveness. The significant features of the design selected were:

a) 0.01° pointing accuracy and 1 x 1078 deg/sec stability will support all EOS

missions. The SEOS may require the addition of an easﬂy integrated gimballed

star tracker for roll control.

b) All sensors and actuators are existing or modifications of existing equipment

c) Use of the on-hoard computer eliminates hardware cost changes as missions and

requirements change

d) Backup vehicle safe mode eliminates high cost of redundancy for vehicle survival.

A block diagram of the ACS and the cost and configuration is shown in Table 3.

1-4 and

Fig. 3.1-7. The general approach used in establishing the EOS thermal design was to use

passive control techniques wherever possible, The instruments and modules are thermally

isolated from the structure and the structure was wrapped with thermal insulation.

conductance heat pipes and split heat sinks are employed for battery thermal control.

Variable
Our

design minimizes costs by using state of the art techniques and materials and by reducing

test time.

While the EOS design has been centered around the well defined requirements spelled

out for the Land Resources Management and Oceanclogy missions, sufficient flexibility

has been provided in the systems design to support Ocean Dynamics/Sea Ice and Weather/

Climate missions with a progressive R&D/Operational capability.

3-11



I T T T SOLAR ARRAY _I
IRIGID, HONEYCOMB
PANELS) OR FLEX ]
I ROLL UP
| I CONTINUOUS
AUX MAIN DRIVE
| SOLAR SOLAR E@- =4 SINGLE DEGREE-
ARRAY ARRAY | OF-FREEDOM
| | ORIENTATION
L ¥ w l
POW AANSEER
POWER ER & SIGNAL TRANSFE
INPUT
l 4 h )
EPS/SIC INTERFACE ASSY
(NEW)
GND
CHG
DIODE DISTRIBUTION
ASSY UNIT (NEW,
MODULAR cs cs
CONSTRUCTION)
) PO
BUS POWER AUX
PROTECT BUSES ARRAY
ASSY NETWORK CLAMP
——— = . CKT
CHGR
b= PRIME MODE CONTRQL. L o — o
POWER [SWITCHING) n |
TO MODULES FUNCTIONS ¥
i MODIFIED
SPECIAL SHUNT ELMS
¢ Al CHG BATTERY
RELAY CHARGER
W/MPT
| 1 |
| commanD, - oPT
*] TELEMETRY BAT. BAT, 2 BAT, 1
& 3
MONITORING
—
EQMT 22 CELL, 20 A.H./36 A.H,
3-234 Fig. 3.1-6 Electrical Power Suhsystem (No Redundancy)

3-12



Table 3.1-3 EPS Module Summary

" RECURRING
. COST }
COMPONENT MFG STATUS 1ST UNIT) WT
BATT CHARGER GULTON EXIST 55 27
BATTERY EAGLE PITCHER EXIST/MOD 36.4 64
CONTROL ASSY GAC NEW 187 23
SIGNAL COND GAC NEW 56 10
REMOTE UNIT HARRIS NEW 10 4
GND CH DIODE ASSY GAC B 1"
BUS PHOT ASSY GAC 8 7
WIRE, CONN THERM GAC 254 26
STRUCTURE L 73
, 202.9 2464
PROCURE, BUILD, TEST, LOAD 577.1
MODULE TOTAL $780.0K 245%
SOLAR ARRAY 368 170
DRIVE 52 25
STRUCT, BUILD, TEST, PROCURE 335
' ' SOLAR ARRAY TOTAL 755 105
EPS TOTAL 1.63M 440#%
3235
Table 3.1-4 ACS Module Summary
RECURRING
COST
COMPONENT MFG STATUS (1ST UNIT) wT
©S5 (2) BENDIX EXIST 4. 3
DSS ADCOLE EXIST/OAD 42 5.
RGA BENDIX EXIST/IUE 235 15
EHT T EXIST/ELMS .43 17
ELECT ASSY ITHACO NEW 193 12
REMOTE UNIT {2) HARRIS NEW 20 3
MAGNETOMETER SCHOENSTEDT EXIST 6.5
REAC WHEELS (3) - BEND1X EXIST/OAQ 90 30
MAG TORQ ITHACO MOD 306
SEN, THERM, WIRE, ETC 14,3 35
STRUCTURE 73
6841 K 229
PROCURE, BUILD, TEST, LOAD 648 K
TOTALS T 1.26M 229
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3.2 PROGRAM REQUIREMENTS

EOS requirements originate from many sources. Those that come from the potential
user community drive the instrument desigh and the data output réquirements. Support of
instruments in orbit and the transmission of data to the user generate many more require-
ments. The multitude of sources for requirements is obvious by scanning the reference
documentation listed in the EOS RFP. Our designh studies and system analysis éxpand this

list.

The requirements must be organized and categorized so that the source of each re-
quirement is available,- and so that all software and hardware requirements are imposed
during the design process. Further, by categorizing the requirements, conflicting or com-
plementing requirements are highlighted for resolution. The initial categorization of re-
quirements has been accomplished in an EOS Program Requirement Document, given in
Appendix C, by collecting those imposed by NASA to initiate the EOS Design Study. Other
requirements which are derived during the study as a result of analysis are also incor-

porated.

Imposed requirements guide the program plan and the design process. They are
categorized into the following primary EOS elements: program, mission, system, and sub-
system. The detailed breakdown includes such typical elements as mission and traffic

models, safety, interfaces, test requirements, data management gsystem, and logistic sup-
port requirements. Each reguirement has its status defined (interim or verified) and the

program option to which it applies. Further, the source of each requirement is coded to
the source documentation or to an applicable trade study. See Figure 3.2-1 for a sample

reduirements document page.

Mission functional analysis has been done for three types of EOS Land Resources
Management missions: Delta laﬁnched, Titan launched and Shuttle deployed. Functional
analysis (Appendix B) permitted systematic identification of derived requirements. This
process demands that decisions he made at the highest Ievel at which functions are iden-
tified, therefore reducing the number of '"garden paths' to be followed. When a lower
level function uncovers a "show stopper, ' the higher level decision is immediately evident

and can be changed if desired.

The functional analysis was used as an input to construct mission time-lines (Fig.
3.2-1), which revealed time related requirements (e.g. battery power needed until solar

panel deployment).
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Extensive hookkeeping is usually necessary to translate functions into requirements
and then allocate these requirements to the subsystem level. However, EOS requirements
already exist, some in extensive detail, Therefore, the method adopted was to identify
derived requirements from the functional analysis and to compare the functions, and asso-
ciated requirements, with the imposed requirements. As each functional requirement was
identified in the existing Requirements Document, the function was checked off, When re-
quirements are not in the Requirements Document, they are added, including suitable nota-
tion as to the source. Since each function in the functional analysis is identified by a num~
ber, and follows a standard numbering sequence, a convenient method of tracing functional

requirements exists.

Compilation of the EOS Requirements Document will serve as the basis for the EOS

System Specification which will be accomplished in the next study phase.
3.3 PROGRAM QOPTIONS
3.3.1 CENTRAL DATA PROCESSING (CDP) DESIGN/COST OPTIONS

This study defines feasible functional configurations for various CDP options. The
EOS program scenario postulates a number of EOS missions beginning with EOS-A and
extending through A', B, B', C SEOS-A and SEOS B within five years (1979-1984), and
encompassing both R&D and operational missions, as shown in Fig., 3.1-1. Instruments
include operational MSS, R&D and operational TM, HRPI, SAR possibilities, and DCS.
Thege instrumcnts combined lu various time-phased conditions, impose an initial daily
data load on the DMS of approximately 3.5 x 1010 bits/day for 200 scenes of the operational
MSS, and eventually could build to a much higher level (1()12 bits/day), if International
Data is processed in the CDP, In addition to data loading, the CDP is driven by:
e levels of Processing (Level 1-Radiometric calibration and one-dimensional line
correction; Tevel 2-Geometric corrections for Earth model, bestfit ophemeris,
and two-dimensional resampling of all data to place them in the selected grid

format; Level 3-Precision geometric correction, identical to Level 2, except
Ground Control Points for precise resampling are used).

e The number of users

® The number of output products.

The DMS scenario, in concert with Figure 3.1-1, envisions an operational facility,
not necessarily co-located with the R&D facility. The operational facility may be under
control of DOI at Sioux Falls, while the R&D facility may be NASA operated at GSFC.
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NASA would process data from the R&D instruments and develop the techniques and equip-
ment required. As the instruments and techniques/equipment for processing became
operational, DOI would incorporate this data processing capability in their expanded
facility.

Table 3.3-1 depicts a set of CDP options consistent with the logical data and user
build-up of the scenario. The initial options (A&B) conform to an operational MSS, using
all digital processing, located at Sioux Falls. Option A was evaluated by NASA and docu-
mented in the report "Earth Resources Survey, Operational System Study", September
1973. Costing was based on 200 scenes per day with the OCC performing the functions
of orbit determination and image annotation. The costs were listed as $9.54 million for
configuring the facility and operating it for a five-year period, less civil service costs
{Configuration 3D in the ERS study). Option B, with two operational MSS instruments
sending data, would douhle the load on the processing center. Thus, since the second MSS
(EOS-A") timeframe lags the first (EQS-A), it is reasonable to consider a doubling of the
investment and operating cost of Option A with a reduction of 50% for the second set of
spares and engineering service contracts. This would make a five-year Option B cost of
$18.4 million. '

The remaining options in Table 3. 3-1 stem from the initial R&D nature of the in-
gstruments and their data proceésing requirements, as well as the levels of processing and
the oﬁtput products. Option C represents a minimum system ({throughput, level of pro-
cessing, output products), Option F a maximum system, while Opti'ons D&E are inter-
mediate ones consistent with the need for transitioning from the R&D to the operation mode.
Cost parametrics for these options can be obtained from the Data Operations tradeoff

study, Section 6.5.

The parameters for Option C thru F were introduced into the cost/throughput model
computer program of the Data Operations tradeoff study and exercised, in this case, for the
program scenario. Concentration was onthe EOS A & A' missions. Recurring costs were
generated on a yearly basis.

Option C costs for two years of operation subsequent to EOS A’ launch, making a total
of 3 years of operation, plus the CDP configuration and based on a mini-computer modular
system, were $26.7M. Similarly, Option D costs were $86M, Option E costs were $135M,
and Option T costs were $208M., Thus, for the high-volume options, the use of standardized
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systems such as mini-computers, imposes.a severe cost penalty.. It is expected that a
reduction in costs of approximately 4/1 to 10/1 can be obtained with spécial purpose proces-

sors, depending on throughput.

The cost interrelationship between CDP design and processing algorithm must be
noted. Section 5 configured a CDP system based on a2 185 km swath TM, 20 scenes a day.
Processing was based on use of 50% bilinear and 50% cubic convolutional algorithms.
Option C used the wide-swath I'M, also 20 scenes a day, and 100% bilinear interpolation.
The design configuration of the CDP in Section 5 will handle the throughput of Option C as
indicated. Cost differences are mainly in the increased expendables (HDDT and CCT
tapes) required to handle the wide swath TM as compared to the 185 km TM.,

3.3.2 INTERNATIONAL DATA ACQUISITION

Data acquisition by foreign users has been established during the earlier ERS pro-
grams, To date, they have received data either in processed form (from NASA, DOI) or
in raw ffom (NASA, direct acquisition-Canada, Brazil). Methods for placing EQS data
in foreign user's hands have been defined during the current study with each having their

own peculiar impact on the program. These options include:
Option 1: Direct transmission (D.T.) to foreign user ground stations.

Option 2: A wideband video tape recorder (WBVTR) system for collection of forelg'n
data and processing and distribution from CONTUS,

Omption 3: A TDRSS Configuration for the relay of foreign data to CONUS for pro-
cessing and distribution.

Option 4: A hybrid system consisting of a WBVTR, dumping to a primary ground
station, and six low cost ground stations (L.CGS). This configuration is
primarily intended for use with an IDA mission involving relatively low
data volume, such as wheat crop only,

The relative performance rating of each IDA option (less the hybrid) is shown in Table

3. 3-2 hased solely on the percentages of available data each alternative can provide for
three data volumes of interest. The TDRSS configuration is clearly superior to the other
configurations, followed by the 2-site (Alaska and NTTF) WBVTR configuration, the D.T.

System and finally the single (Alaska) site WBVTR system.

The costs of each of the three primary IDA options and a hybrid system configuration
are given in Table 3,3-3.
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Table 3.3-1 CDP Options

Option A’ Option B Option C Option D Option E . Option F
MSS: (Operational) (ECS A) MSS: Operational {EOS A EA') T™: {330 KM) TM: {330 KM) 2TM + HRPI TM + HRPY + SEOS
Data Vol: 200 Scenes/Day Twice MSS {Operational EQS A} Data Vol: 20 Scenes . Data Vol: 60 Scenes
) Usable/Day . Usable/Day . Data Vot: 100 Scenes " Data Vol: 200 Scenes (TM EQ)
Level of Processing: : - Usable/Day {TM EQ} Usabie Daily
- Lev. 1: 200 Scenes Level of Process: Level of Process:
Lev, 2: € Scenes ‘ . Lev, 1: 20 Scenes Lev. 1: 60 Scenss Levei of Processing: tLevel of Processing:
Lev. 3: 200 Scenes : Lev. 2: 10 Scenes Lev. 2: 0 Scenes Lev. 1: 104 Scenes Lev. 1: 200 Scenes
- Lev. 3: 10 Scenes Lev. 3: 60 Scenes Lev. 2: 25 Scenes Lev. 2; o .
Products: . Lev. 3: 78 Scenes Lev. 3: 200 Scenes
HDDT: 3 Products: Products:
CCT: 20 Multi-Scene ' HDDT: 10 for DOI HDDT: 30 for DOI Products: Products:
{6250 BP1) 10 for NASA ) 30 for NASA ’ HDDT: 54 for DOI HDDT: 100 for Nasa
200 Single Scene CCT:  40(62508P1) CCT: 120 (6250) 50 for Nasa 100 for DO
(16000 | . 40 {1600 8P1} . 120 {1600} 50 for others CCT: 400 {6250)
CCT: 200 (6250} 400 (1600)
1st Gen: 1st Gen: : _ 1st Gen: 200 {1600}
B&W: 2000 Bands B&W: 280 Bands f B&W: 840 Bands 1st Gen:
15t Gen: B&W: 1600 2 Bands
2nd Gen: . ' 2nd Gen: ' \ 2nd Gen: : B&W: 1800 Bands
B&W Prints: As needed B&W Prints: 140 + 3% 140 B&W Prints: 420+ 3x 420 . 2nd Gen:
Colar Fitm: As needed Cotor Film: 20+20 ' Color Film; 60+ 180 2nd Gen: B&W Prints: 1400+ 10 x 1400
Color Prints: As neecled Color Prints: 20+ 60 . ' Color Prints: 80+ 180 B&W Prints: 700+ 3 x 700 Color Film: 200+ 10 x 200
. _ . Color Film: 100+ 3 x 100 Cotor Print: 200+ 10 x 200
Format: . : Format: ! Format: Color Print: 100+ 4 x 200
ccT: 2 CcCcT: 2 f CCT: 3 Format:
Film: As needed Film: 1 Film: 3 Format: CCT: 5
- CCT; 5 Film: 3
Note: NOte: Film: 3
(1) 1x 10" Bits/Day (1) 3 x10" i ) Note:
(2) 2 Users for HDDT (2) 2 Users for HDDT Note: (1) 1x 1072 Bits/Day
{3} CCT, 10-users ‘ (3} 50CCT Users {1) 5 x 10" tits/day {2) 5 Users for HDDT
{4} HDDT has 2 scenes/Tape {4} HDDT — 2 scenes/tape (2} 5 Users for HDDT (3) 100 CCT users
{5) CCT has 1/4 scene {6} CCT — 1/4 scene : {3} 75 CCT ysers, {4) HDDT — 2 scenes/tape
{6250 BPI) {6250 BPI) (4} HDDT —|2 scenes/tape {8) CCT — 1/4 scene of TM on
{6} 1/2 of scenes on 6250 CCT {6) 1/2scenesan CCT (6) CCT — 144 scene {6250 BPI}) a tape (6250}
{7)  Ali film prod. for NASA (7} 1st Gen: 8 users {6) 1/2 of sceneson CCT (6) 1/2 of scenes on CCT
Use only, DOl makes own. {8) Films for NASA use {7)  1st Gen: |25 Users (7}  1st Gen: 50 users
NASA to supply B&W 1st DOl makes own, DOI to {8)  Films fory NASA use. DOI {8) Films for NASA use. DOI makes
gen. . get 1st Gen B&W makes own. DO1 to get 1st own from 1st Gen. B&W
. Gen, B&W
FOLDOUT FRAME
] Fomougi’/&m 3-21/22




Table 3.3-2 IDA System Performance Ratings

CONFIGURATION RATING | PERCENT ALL LAND | PERCENT TILLED LAND | PERCENT WHEAT CROP
TDRSS 1 (90%} 1 {98%} 1 (96%)
WBVTR
2 SITES 2 {61%) 2 {75%) 3 (87%)
D.T. 3 (53%) 3 (65%) 2 {91.5%)
WBVTR
1SITE A4 (45, 7%l 4 {56%) 4 {84%)
3136
Table 3.3-3 System Cost Breakdowns
' $M/YEAR
EARTH SPACECRAFT DATA PROCESSING & TOTAL COST {COST
OPTION TERMINAL COSTS+ HANDLING COSTS IMPACT TO EQS)**
1. B.T. WITH
S1X REGIONAL $6M : --- $4.20M $10.2M  (0)
STATIONS
2. WBVTR -e- $2Mm $4.2m § 6.2M  ($2Mm)
(2 TR'S) .
3. TORSS * $1M $4.2M $30.2M  ($IM) -
‘ $25M (BW PRICING} $ 7.7M (1)
$2.5M (BT PRICING!} ©
4, HYBRID ***
6 1LCGS &
}IUBV1;R $0.6M 31 $0.4M $ 2.0M {$IM)
1TR

*TDRSS - FRORATED COSTS BASED ON BANDWIDTH (BW) PROPORTION USED BY EOS ($26M) OR
BANDWIDTH TIME PRODUCT (BTI? $2.5M.

**EQS COST IMPACT INCLUDES ONLY SPACECRAFT EQUIPMENT COSTS.
**4PRIMARILY INTENDED FOR LOW DATA VOLUME MISSIONS.

+NON-RECURRING COSTS PRORATED.
3-137 .

As a result of the IDA program options study, the following conclusions emerged:

e The TDRSS configuration can be the most cost-effective solution for large data
volume users, but with attendant technical risks. In addition, the cost sensitivity
of the TDRSS approach is dependent on the way the TDRSS costs are apportioned
hetween users.

¢ The hybrid configuration of Direct Transmission and WBVTR is a low risk and
cost-effective option for low volume data missions such as single crop monitoring

¢ The remaining two options are technically low risk but of a higher program cost.
3.3.3 LUS PROGRAM OPTIONS

One version of the LUS is the LGCS. Its purpose is to acquire and record direct
delivery (EOS-to- LCGS) compacted payload data. By this action, a data user with only
local area (interests can receive his selected data in a more timely fashion than if he re-
ceived the data via the CDPF, assuming mailing of the data.
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However, during the study several alternative data delivery methods were considered.
These delivery methods can be more cost effective than the direct delivery method, but

' particular LUS configurations must be defined prior to the cost effectiveness evaluation.

For example, dial-up 50 to 56 kb/sec wideband common carrier lines should be
available throughout CONUS by the EOS time frame. Also, DOMSATSs are becoming avail-
able and could be used to relay EOS high-rate payload data in near-real time from almost
any point within CONUS to almost any other point, Therefore, relayed payload data via
telecommunications (computer—to—computer) links could be less expensive than providing
each LUS with the means to directly receive selected data, and within short time periods

(i.e., several minutes to a few hours).

1.US processor and display subsystems with modular flexible hardware and software
were conceptually developed to explore their costs and capabilities. Table 3.3-4 shows

three subsystem models and their hardware cost as a function of quantity.

By replacing the RF/IF and data handling/recording LUS Subsystems with a rela-
tively inexpensive 50 kb/sec modem and computer interface (approximate cost $2K) the
LCGS LUS terminal hardware cost would be reduced about $70K. This dollar saving plus
operator and maintenance cost reductions, and enhanced simplicity of data reception could

be attractive to several classes of local data users.

The processor and display telecommunications subsystem LUS concept can be used
as a satellite processor with a colocated data processing facility or as a user terminal in
a network of local users that would cover a region {for example the Western U, 8., Eastern
U.S., etc.) or the entire CONUS area. '

With the preceding considerations in mind, it is envisioned that this innovative re-
layed data delivery concept could prove a most valuable option for enhancing the entire EOS
program. Therefore, it is recommended that NASA consider the preceding data delivery

~concepts as well as the LCGS concept in future EOS studies and implementation planning.
3.3.4 SHUTTLE UTILIZATION

Although EOS will predate the Shuttle, it will be operafional during the Shuttle era,
The Shuttle has unique capabilities for deploying multiple payloads, retrieving arbiting
payloads, and servicing payloads on-orbit. The potential exists to exploit these capabilities
to realize an EOS system that is more flexible, more economically attractive, and/or more
operationally effective than is possible using conventional, dedicated launch vehicles re-

stricted to delive ry only.
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Table 3.3-4 L_US Processor & Display Hardware Model Capabilities
With Costs as a Function of Quantity

COSTS ($K) VERSUS QUANTITY!2)

1- COLOR IMAGE DISPLAY

HARDCOPY - LINE PRINTER AND FIRST
GENERATION PHOTQ PRODUCTS (70 MM ta
4”x5"” SIZES)

LUS MODEL HARDWARE CAPABILITIES
1 10 100
BASIC T- MINICOMPUTER (32K MEMORY) DISPLAY - B & W IMAGES (1024 x 1024 PIXELS) 61 58 48
1 - DISK AND DRIVE 129 MBy) DATA PROCESSING - YES (SLOW)
2- MAGNETIC TAPES {T] AND DRIVES IMAGE ANALYSIS - YES [(VERY SLOW)
1 - OPERATOR 1/O CRT/KEYBOARD HARDCOPY - YES (CAMERA)
1-B&WIMAGE STORAGE DISPLAY
1- DATA REPRODUCER INTERFACE
ENHANCED [ BASIC HARDWARE PLUS DISPLAY - B&W OR COLOR IMAGES
1 - MINICOMPUTER (MULTIPROCESSOR} DATA PROCESSING - MODERATE SPEED
1 - LINE PRINTER ° IMAGE ANALYSIS - INTERACTIVE
1. INTERACTIVE COLOR DISPLAY HARDCOPY - CAMERA AND LINE PRINTER FOR 159 151 124
1- FLOATING POINT & HARDWARE THEMATIC MAPS, ETC.
MULTIPLY/DIVIDE FOR MINICOMPUTERS
ENHANCED |1 BASIC, ENHANCED | HARDWARE PLUS DISPLAY-2 SIMULTANEQUS B&W OR COLOR IMAGES
1- DISK AND DRIVE {29 MBY] DATA PROCESSING - REASONABLY FAST
2 - MAGNETIC TAPES AND DRIVES IMAGE ANALYSIS - INTERACTIVE, CHANGE
1. B&W AND COLOR IMAGE RECORDER ANALYSIS, MODERATE SPEED 240 228 187

NOTES: (1} 75 ips & 1600 bpi

{2) ALL COSTS ARE FOR HARDWARE ONLY, FOB MANUFACTURERS POINT OF SHIPMENT.
ESTIMATED COSTS SUBJECT TO VARY WITH RESPECT TO MARKET CONDITIONS AND
PARTICULAR MANUFACTURERS HARDWARE, OFF-THESHELF HARDWARE USED IN THE
CONFIGURATIONS., HARDWARE ELEMENT INTERFACE COSTS INCLUDED COMPONENTS
PLUG TOGETHER.
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A variety of Shuttle utilization options are available for consideration. In order to
determine the operational, economic, and cost impacts benefits of Shuttle utilization, each
option must receive an objective assessment. The options scheduled for consideration

in the utilization study are:
a. Deploy Only

The mul.tiple payload deployment capability of Shuttle offers the potential for
sharing transportation costs among several payloads, defraying individual user
costs,

h. Deploy plus Retrieve

Payload retrieval offers the capability of recovering orbiting spacecraft for sub-
sequent reuse on other missions or as a means of replacing exhausted or mal-~
functioning spacecraft to extend the on-station life of experiments. These applica-
tions can be attained by any one of the following alternatives, each offering specific
advantages: )

(1) Scheduled Retrieval

The spacecraft is retrieved on a regularly scheduled basis, regardless of its
operating status. This approach is particularly attractive to ground operations,
enabling realistic sizing and scheduling of support crews and facilities, and
entails minimum impact on Shuttle flight scheduling and mission planning.
Consideration of retrieval, refurbishment, and suhsequent replacement with
and without a spare spacecraft provides discrimination between the effects of
fleet size and instrument on-orbit operating time.

(2) Non-scheduled Retrieval

The spacecraft is retrieved, refurbished, and replaced only when it ceases to
operate. This approach takes maximum advantage of potential spacecraft
operating life in excess of its design life (e.g. ERTS, OAO) to minimize re-
quired flights and down time. The concept of a spare spacecraft to accelerate
replacement after retrieval also applies,

c. Deploy plus Resupply plus Retrieval
Instead of retrieval for refurbishment on the ground, the spacecraft is serviced
in orbit, with replacement of selected modules. Upon completion of the assigned
mission, or if a major malfunction occurs which cannot be repaired in flight, the
spacecraft is retrieved, returned to earth for refurbishment, and re-deployed for
a new mission or resumption of the interrupted mission. Options applicable to
this mode are;
(1) Scheduled Resupply

This is the same philosophy which is explained under Scheduled Retrieval.
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(2) Non-scheduled Resupply
This is the same philosophy which is explained under Non-scheciuled Retrieval,
(3) Resupply Concept
Each of the resupply options listed above can be implemented using alterna-
tive resupply concepts. These concepts, which influence development and

operations are:

a) Fully manual
e.g. EVA, TVA

(b) Man-tended X
Remote control of manipulator mechanisms by console operators.

{¢) Fully-automated
Pre-programmed sequences for all operations.

The relative merits of the above options, considering the interactions among space-
craft design life vs resupply interval, resupply concept, design impact, and modularity
level will be treated in Report No. 6, "Space Shuttle Inte rfaces/Utilization. " An initial

assessment of the design impact for Shuttle compatibility is reviewed in Section 6.3 of this
document. '

The investigation of Shuttle utilization is basically the integration of three individual

trade studies to reflect their interactions. These studies are:

e Shuttle Compatibility
e Design Life/Resupply Interval
o Resupply Concept

Figure 3. 3-1 illustrates the fundamental study tasks and their relation to the overall study
logic. The objective of the study is to identify the relative merits of each alternative
Shuttle mode in terms of operations, design, and cost impact, and the associated influence

on Instrument "up" time. The major issues to be addressed, in order of significance, are:
e Is Shuttle utilization beneficial to the EOS program ?
e What are the preferred modes of Shuttle utilization?

e What are the effects of each approach to Shuttle utilization on each participating
element (e.g. Shuttle, EOS, user, operations) ?

These questions are addressed in Report No. 6, "Space Shuttle Interfaces/Utilization'.
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3.3.5 OBSERVATORY WEIGHT/COST OPTIONS

Although the methodology described in Section 3.4 combine and compare the para~
meters of program cost, spacecraft/payload weight, and booster capabilities varies inghtly
depending on the misgion, the resulting output of the system synthesis task is common to all
missions. This output, 